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3. Linear Transformation

e linear transformation
e matrix transformation
e kernel and range

e isomorphism

e composition

e inverse transformation
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Transformation

let X and Y be vector spaces
a transformation 7' from X to Y, denoted by
T: X =Y
is an assignment taking x € X toy =T (x) € Y,
T:X—=Y, y=T(x)

e domain of T', denoted D(T) is the collection of all x € X for which T
is defined

e vector T'(x) is called the image of x under T

e collection of all y = T'(x) € Y is called the range of T', denoted R(T)
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example 1 define T : R® — R? as

Y1 = —T1+ 2xo + 4a3
y2 = —T2+ 973
where z € R® and y € R?

example 2 define T : R® = R as

y = sin(x1) + o3 — x?)

where 2z € R® and y € R

example 3 general transformation 7' : R" — R™

yr = fl(ajlaaj%"'axn)
Y2 — f2($17$27”-7$n)
Ym — fm(ajlaaj%"'axn)
where f1, fa,..., fm are real-valued functions of n variables
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Linear transformation

let X and Y be vector spaces over R

Definition: a transformation 7" : X — Y is linear if

e I'x+2)=T(x)+T(2), Vr,ye X
o T'(ax) =aT(x), Vre X,VaeR
vy g+y
T(y)
\\ > //
\\ x
‘\
T'(x +
(z +y) T2

Linear Transformation

(additivity)

(homogeniety)

T(cx) 4
T(x)/ ¥
-7 ax
T
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Examples

™ which of the following is a linear transformation ?

e matrix transformation 7' : R" — R™

T(x) = Az, AeR™*"

e affine transformation 7 : R”" — R™

T(x)=Axz+b, AeR™" beR™

® TiPn—>Pn_|_1

o 7:P,—P,

Linear Transformation



 R™" 5 R™™ T(X)=XT
:R™"™ 5 R, T(X)=det(X)

R LR, T(X)=tr(X)

[
N N N8

R'5R T@) = o] & JaZ+ad+ -+ a2
e T:R"—>R", T(x)=0
denote F'(—o0,00) the set of all real-valued functions on (—o0, c0)

e T:Cl(~00,00) = F(—00,0)

Linear Transformation
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Examples of matrix transformation

T:R" - R™
T(x) = Az, AeR™*"

zero transformation: 7 : R” — R™
T(x)=0-2=0
I" maps every vector into the zero vector

identity operator: 7 : R" — R"

T' maps a vector into itself

Linear Transformation
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Geomatrix transformations

reflection operator: 7 : R” — R"

T' maps each point into its symmetric image about an axis or a line
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projection operator: 7 : R” — R"

T" maps each point into its orthogonal projection on a line or a plane

L1

Linear Transformation
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rotation operator: 7 : R" — R"

I' maps points along circular arcs

T(z \ T rotates x through an angle 6

> w="T(x) =

cosf) —sinf
sinf cos6@ .

Linear Transformation 3-10



Selector transformations

these transformations can be represented as y = T'(x) = Ax

partial selection shuffle reverser down-sampling
1 z2 | I:E7 | ] o

o . xs3 g L9

Il 0 r _x W7 B 7 lﬁU8 T o
Ty —»I T7 —» x4 —» N 27 — xz
zs rs re | T T
ze Z10 | EE s xz
L7 l l T2 I L4 T10
s L10 . T3

L9 I s L2

10|l [] z W H*

e partial selection: select some entries of x
e shuffle: randomize entries in x
e reverser: reverse the order of &

e down-sampling: sub-sample entries in x, e.g., x(1:2:end)
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Shift transformations

shifting sequences as a matrix transformation T'(x) = Ax

forward shift backward shift

i .Ql

| o m 2 Er
. . L3 L1
N n@= T =]
I\I In Ln—2
.\ _ZCl_ _Zlﬂ'n_l_
r T(x)

what is the associated matrix A for each transformation ?

do you notice some structure of A ?
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Signal processing

differencing and cumulative sum as matrix transformations 7'(x) = Ax

2

0

-2

0.5

0

-05 +

11

|||T9L,

X
NSRS &
&+ 6 8 10 12

o 2 4 16 18 20 Tl(w):
Difference
SAEFIRN L I T
0 2 5 8 10 12 14 1£lJ18 20

ShNvoN A

0

Cumulative sum

- &

- .t
2;141618 10 112l: 1I6 1I8

20

diff and cumsum commands in MATLAB

_wn — Tn-—1

L2 — X1
I3 — T2

L1
ZCl—I—ZCQ
T1+ T2+ X3

| T1 T X2+ -+ Xy

what is the associated matrix A for each transformation ?
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Image transformation

cropping a 1200 x 850-pixel image to 490 x 430-pixel image

\

\

transformation of a matrix of M X N to the size of m X n
T:R"*N L R™" T(X)=AXB
where A selects the rows of X and B selects the columns of X
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Image of linear transformation

let ¥V and YV be vector spaces and a basis for V is

S:{’Ul,vg,...,’vn}

let T": ) — )V be a linear transformation

the image of any vector v € V under T' can be expressed by
T(w) =a1T(v1) + asT(vy) + -+ a1 (v,)
where a1, as, ..., a, are coefficients used to express v, i.e.,

V= aiv1 + asVo + -+ a,vn

(follow from the linear property of T')
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Kernel and Range

let T": X — Y be a linear transformation from X to Y
Definitions:

kernel of T’ is the set of vectors in X that 7" maps into 0

ker(T) ={x € X | T(z) =0}

range of I is the set of all vectors in Y that are images under T’
R(T)={yeY |y=T(x), zeX}
Theorem

e ker(T) is a subspace of X
e R(T) is a subspace of Y

Linear Transformation
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matrix transformation: 7 : R" — R™, T(z) = Ax

e ker(T) = N(A): kernel of T is the nullspace of A
e R(T)="R(A): range of T is the range (column) space of A

zero transformation: 7: R" — R, T(z)=0
ker(T) =R", R(T)={0}

identity operator: T:V —V, T(x)==x
ker(T) ={0}, R(T)=V

differentiation: T : C'(—o00,0) = F(—o00,), T(f)=f
ker(T') is the set of constant functions on (—oc0, >0)
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Rank and Nullity

Rank of a linear transformation 7' : X — Y is defined as

rank(7T) = dim R(T)

Nullity of a linear transformation 1" : X — Y is defined as
nullity(7") = dim ker(7T')
(provided that R(T') and ker(T') are finite-dimensional)

Rank-Nullity theorem: suppose X is a finite-dimensional vector space

rank(7") + nullity(7T) = dim(X)

Linear Transformation 3-18



Proof of rank-nullity theorem

e assume dim(X) =n

e assume a nontrivial case: dimker(7) =7 where 1 <r <n

o let {vy,v2,...,v,.} be a basis for ker(T)

o let W ={vy,v9,...,0.} U{vp11,Vp10,...,v,} be a basis for X

e we can show that
S = {T(Ur—i—l)a Tt 7T(Un)}
forms a basis for R(T') (.. complete the proof since dim S =n — r)

span S = R(T)

e for any z € R(T), there exists v € X such that z = T'(v)
e since W is a basis for X, we can represent v = ajv1 + - - - + @, Up

e we have z = a, 1 T(Vpy1) + -+ T (vy) (. v1,...,0,. € ker(T))
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S is linearly independent, i.e., we must show that
1T (Vpg1) + -+, T(vy) =0 = qpp1=--=a, =0
e since T is linear

1T (Vea1) + -+ ayT(v,) = T(pa 1011 + -+ + @poy) =0

e this implies ;1 1v,11 + -+ + anv, € ker(T)

Qp1Vp41 + * 0+ QpUy = QU1 + QU2 + + + - QU

e since {v1,...,Vp,Vpr1,...,U,} is linear independent, we must have

&1:"°:aT:&T+1:°":&n:O
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One-to-one transformation

a linear transformation 7' : X — Y is said to be one-to-one if
Ve,z € X Tx)=T(z2) — x=2

e I never maps distinct vectors in X to the same vector in Y

e also known as injective tranformation

¥ Theorem: T is one-to-one if and only if ker(T") = {0}, i.e.,
T(x)=0 = 2=0

o for T'(x) = Az where A € R"*",

T is one-to-one <= A s invertible

Linear Transformation
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Onto transformation

a linear transformation 7' : X — Y is said to be onto if

for every vector y € Y, there exists a vector x € X such that
y="T(x)

e every vector in Y is the image of at least one vector in X

e also known as surjective transformation

¥ Theorem: T is onto if and only if R(T) =Y

¥ Theorem: for a linear operator T': X — X,

T" is one-to-one if and only if T is onto
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™ which of the following is a one-to-one transformation ?
e 7:P,— R

T(p(t)) = T(ao + art + - - - + ant"™) = (ao, a1, ..., an)

® TiPn—>Pn_|_1
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Matrix transformation
consider a linear transformation 7' : R" — R™,

T(x) = Ax, A e R™"
¥ Theorem: the following statements are equivalent

e 7' is one-to-one

e the homonegenous equation Az = 0 has only the trivial solution (x = 0)

e rank(A) =n
¥ Theorem: the following statements are equivalent

e 7' is onto

e for every b € R™, the linear system Ax = b always has a solution

e rank(A) =m
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Isomorphism

a linear transformation 7' : X — Y is said to be an isomorphism if

T i1s both one-to-one and onto

if there exists an isomorphism between X and Y, the two vector spaces are
said to be isomorphic

¥ Theorem:

e for any n-dimensional vector space X, there always exists a linear
transformation 7 : X — R" that is one-to-one and onto (for example, a
coordinate map)

e every real n-dimensional vector space is isomorphic to R"
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examples of isomorphism
e 7:P, —R"!
T(p(t)) = T(ao + art + - - - + ant"™) = (ao, a1, ..., ap)

P,, is isomorphic to R"™*

o 7:R* R

R?*? is isomorphic to R?

in these examples, we observe that

e 7' maps a vector into its coordinate vector relative to a standard basis

e for any two finite-dimensional vector spaces that are isomorphic, they
have the same dimension
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Composition of linear transformations

let Ty : U4 — V and T5 : V — WV be linear transformations

the composition of 15 with T is the function defined by
(T2 0 T1)(u) = To(T1(u))

where u 1s a vector in U

TQ OT1

U Ty (u) T5(T1(u))
U V V4%

Theorem & if 11,715 are linear, so is 15 0 T}

Linear Transformation
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example 1: 17 : P1 — P2, 15 : P2 — P2
Ti(p(t)) =tp(t), Ta(p(t)) =p(2t+4)
then the composition of T5 with 77 is given by

(T2 0Th)(p(t)) = To(Ta(p(1))) = Ta(tp(t)) = (2t + 4)p(2t + 4)

example 2: T': V — V is a linear operator, I : YV — V is identity operator
(Tol)(v)=T((v))=T(v), ([oT)(v)=I(T(v))=T(v)

hence, "ol =T and [ o T =T

example 3: 77 : R — R, T : R™ — R" with
Ti(x) = Az, To(w)= Bw, Ae€R™" BeR"™™
then 770775 = AB and 15, 07T; = BA
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Order of operations matters

let 14,75 : R? — R? be the following matrix transformations

e Ti(x) is the projection of x on the xi-axis

e Th(x) is the rotation of = by 6 (clockwise direction)

%

project and rotate rotate and project

the composite of 15 with 7} VS the composite of 17 with 15

which is which 7
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Nonlinear composite transformations

composite transformations can be defined for nonlinear mappings

many examples in applications:

e 7':R" —=Rand T,: R—R norm-squared

Ti(z) = [lz]2s Te(2) =2 = (TzoTi)(x)= |zl =2"2

e 7':R" -R"and 715 : R — R norm of affine

Ti(z) = Az +b, To(z) =zl = (T2oTi)(z)=[Az+b]3

e 7':R" = R™and 7T, : R™ — R™ transform in neural network

Ti(x) = Wa+b, Ti(x) =max(0,z) = (T20T1)(x) = max(0, Wz+b)
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Two operators cancel each other

scaling operators: 77,75 : R" — R"

Ty(x1,22,...,2,) = (a121,02%2,...,0,2y)
T2($17:U27"°7$n) — (xl/a17$2/a27“'7$n/an)a vak#o
(T2 ) Tl)(.CU) — (T1 O TQ)(CIZ‘) =T

shift operators: 77,75 : R" — R"

Ty (x1,29,...,2,) = (X2,%3,%4,...,Tn,T1)

To(x1,20,..., ) = (Tp,X1,%2,...,Tn_2,Tp_1)
(TooTh)(x) = To(x2,x3,...,Tn, 1) =
(TyoTo)(x) = Ti(xn,T1,.. ., Tp_2,Tp_1) =2

in these examples, T5 brings the image under 1} back to the original x !
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Inverse of linear transformation

a linear transformation 7' : YV — VYV is invertible if there is a
transformation S : VW — V satisfying

SoT =1, and T oS =1y

we call S the inverse of T and denote S = T4

T
w = T(u)
u o T HT(uw)=u Yuel
. R(T) T(T Hw)) =w Yw e R(T)
Facts:

e the inverse transformation T~ : R(T) — V exists if and only if T is
one-to-one

e T71:R(T) — Vis also linear %,
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Inverse of matrix transformation

consider T': R™ — R"™ where T'(x) = Ax

e 1" is one-to-one if and only if A is invertible

o 1! exists if and only if A is invertible

the inverse transformation must satisfy
T YT(x)) =T '(Az) =2, VrcR"

to find the description of 71

let y = Az and since A~ exists, we can write x = A~y
T Az) =T Yy)= A1y

this holds for all y € R" (since y € R(A) = R")

conclusion: the inverse transformation is simply the matrix transformation
given by A1

Linear Transformation 3-33



difference operator: 7' : R" — R"

I 1
o — 1 —1 1
Tx)=| xg—z2 | = -1 1 r = Ax

Ty — Tp—1 —1 1

does T' have an inverse ? if yes, what would it be ?

e please check ® that A is invertible and therefore T~! exists

o T 1(x) is given

1 I
T_l(a:) — Ay = 1 1 - T = L1 J:F:EQ
_1 1 1 1 | 1+ Tt F Ty

T~ is the cumulative sum operator ! (difference cancels with sum)
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Inverse of transformation on P,
T:Py— Py, T(p(x)) = p(x + ¢) where ¢ € R is given

e it can be verified & that T is linear and one-to-one

—1

o let p(x) = ag + a1z be any polynomial in Py, T~" must satisfy

T YT (p(x)) =T *ao +ai(z +¢c)) = p(x) = ap + a1z, Vag,a; € R

e to find description of T—!, let q(x) = by + b1z = ag + a1(z + ¢) and we
should write ag, a; in terms of by, by

bo + byxr = a9 + aic+aix = aozbo—blc, a1 = by

e we can write T_l(b() + blaﬁ) = bg — bic+ bz = by + bl(ib — C)

it shows that T !(q(x)) = q(z — ¢) (forward translation  + ¢ cancels with
backward translation = — ¢)
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Domain of 7! may not be the whole co-domain of T'

T : R* — R**? and given a,c # 0

e ([xll) [a,:cl 0 ]
T9 0 cxo
we can verify that &

e T is linear and one-to-one (hence, T~ ! exists)

o R(T) = Span{ [(1) 8] , [8 (B] } (not the whole R**?)
T-!:R(T) — R? is defined from R(T) and must satisfy
([ el -l
0 cxo T
it follows that T-1(Y) = (y11/a, y22/c) where Y € R(T)
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Composition of one-to-one linear transformation

if Ty : U4 — V and 15 : V — VYV are one-to-one linear transformation, then
e 7507} Is one-to-one

o (ThoT) '=T oTy!

example: 77 : R" - R", T,:R" — R"

Ti(x1, %2, ..., Tn) = (a121,a02%2,...,ap%y), ar #Z0,k=1,....n

To(x1, %2, ..., Tn) = (T2,T3,...,%n,T1)

both 71 and 15 are invertible and the inverses are

T w,wa, .. w,) = ((La)wy, (1/ax)ws, . .., (1/ap)w,)

T2 1(w17w27°°'7wn) — (wn7w17°°'7wn—1)
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from a direct calculation, the composition of T with 75 ' is

(Tl_l OT2_1)(UJ) = Tl_l(wn,wl,. ..,wn_l)

= ((1/a1)wn, (1/az)wy, ..., (1/ayw,_1))
now consider the composition of 15 with T}
(T50T1)(x) = (asxo, ..., 0Ty, a121)
it is clear to see that

(T2 O Tl) O (Tl_l O T2_1) =1
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Matrix representation for linear transformation

let T": YV — VYV be a linear transformation

T
% V4%
) ) V' is a basis for V
A dim)Y =n
coordinate Tt coordinate
map & representla)t(ion map W iS d baSiS fOI’ W
_ di _
ply Y (Tl =
R"™ R™

how to represent an image of 1" in terms of its coordinate vector ?

Problem: find a matrix A € R™”™" that maps [v]y into [T(v)]w

Linear Transformation

3-39



key idea: the matrix A must satisfy
A[’U]V = [T(’U)]W, forall vey

hence, it suffices to hold for all vector in a basis for V

suppose a basis for V is V = {vy,v3,...,v,}
Alvr] = [T(v1)],  Alwo] = [T(v2)], ..., Alva] = [T(vn)]

(we have dropped the subscripts that refer to the choice of bases V, W

A is a matrix of size m X n, so we can write A as
A= [Cl,l as ... an]

where a;'s are the columns of A

the coordinate vectors of v's are simply the standard unit vectors

v1] =e1, |vo]l =eq, ..., |vn]l =en
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hence, we have

Alvi] = a1 = [T(vn1)], Alve] = a2 =[T(v2)], -, Alvn]=an=[T(vy)]

stack these vectors back in A

A=[[T(w)] [T(v)] - [T(va)]]

e the columns of A are the coordinate maps of the images of the basis
vectors in V/

e we call A the matrix representation for 1 relative to the bases V' and
W and denote it by

Tlw,v

e a matrix representation depends on the choice of bases for V and W

special case: T : R" — R™, T'(x) = Bz we have [T| = B relative to the
standard bases for R™ and R"
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example: T : VYV — VW where

V = P; withabasis V={1,t}
W = P; withabasis W={t—1,t}

define T'(p(t)) = p(t + 1), find [T] relative to V and W
solution.

find the mappings of vectors in V' and their coordinates relative to W

~
~—~
c
=
~—
|
~
—~~
—_
~—
|

1
t+1

|

|
[
~—~
N

|
[

~
~—~
c
\V}
~—
|
~
—~
~
~—
|

|

|
—_
~—~
o
|
—_
~— —
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example: given a matrix representation for 7' : Py — R?

n=l3 5 7

relative to the bases V = {2 —¢,t + 1,t* — 1} and W = {(1,0),(1,1)}
find the image of 6t under T

solution. find the coordinate of 6t relative to V' by writing
6t =a1-(2—t)+ag-(t+1)+ag- (t*—1)

solving for a1, as, ag gives
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from the definition of [T7:

[T(6t2)]W:[T]WV[6t2]V:[g (2) _41] 3 :[380]

then we read from [T'(6t%)]y that

T(6t*) =8-(1,0) +30-(1,1) = (38, 30)
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Matrix representation for linear operators

we say 1 is a linear operator if T is a linear transformation from V to V

e typically we use the same basis for V, says V = {v1,v9,...,v,}

e a matrix representation for 1" relative to V' is denoted by [T']y, where

[T]V:[ T(v1)] [T(v2)] .. [T(’Un)]]

Theorem

e T is one-to-one if and only if [Ty is invertible

o [Ty =([Thv)"
what is the matrix (relative to a basis) for the identity operator ?
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Matrix representation for composite transformation

if T, : U — )V and T5 : V — VWV are linear transformations
and U, V, W are bases for U, V.,V respectively

then
TooTilwu = [Telwyv - [Th]vu

example: T : U -V, T :V — W
U=P;,, V=Py;, W=P;
U={1,t}, V={1,tt*}, W ={1,t1*1t}
Ti(p(t)) = Ti(ag + art) = 2a¢ — 3ast
Ta(p(t)) = 3tp(t)

find [TQ ) Tl]

Linear Transformation 3-46



solution. first find [7%] and [73]

(1) = 2 = 2.-140-t+0-¢t? Ty = (2) _03
Ti(t) = -3t = 0-1—-3-t+0-t e 0 0

= 3t 0-1+3-14+0-t24+0-¢3 g
() = 37 = 0:-140-1+3-£240-8 = [DB]= |/
2) = 3% = 0-1+0-14+0-£2+3-¢3 0

o

/N
e

N——"
|

o w o O

next find [T, o T1]

0 0
(TooTy)(t) = To(=3t) = —9¢t2 = [xoTi] = 0 —9
0 0

easy to verify that [T, o T1| = [T5] - [T1]
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