EE202 - EE MATH I

2. Vectors and Matrices

® review on vectors

e matrix notation

e special matrices

e matrix operations

e inverse of matrices
e clementary matrices
e determinants

e linear equations in matrix form
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Vector notation

n-vector x: L
L1
L2
x=|"
Ln
e also written as x = (21, x2,...,%y)

e set of n-vectors is denoted R™ (Euclidean space)
e z,;. ith element or component or entry of x
e z is also called a column vector

e y=1|y1 Y2 - Y| is called a row vector

unless stated otherwise, a vector typically means a column vector
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Special vectors

zero vectors: x = (0,0,...,0)
all-ones vectors: x = (1,1,--- ,1) (we will denote it by 1)

standard unit vectors: e, has only 1 at the kth entry and zero otherwise

1 0 0
€1 — 0 , €y — 1 , €3 — 0
0] 0] 1]

(standard unit vectors in R?)

unit vectors: any vector u whose norm (magnitude) is 1, i.e.,

lull £ \fu? + w4 u2 =1

example: v = (1/v/2,2/v6,—1//2)
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Vector operations

scalar multiplication of a vector x with a scalar «

axr —

AT
L9

aTy,

addition and subtraction of two n-vector z,y
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Tr+vy

(71 + Y1 |
To + Y2

T+ Yn

T —y =

1 — Y1
T2 — Y2
xn_yn

24



Geometrical interpretation

for n < 3: x is a point with coordinates x;

example: x = (4,0), y = (2, 2)

. 1bhy . .75z + L5y
"""" S S <
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Inner products

definition: the inner product of two n-vectors x,y is

T1Y1 + T2Y2 + -+ + TplYn

also known as the dot product of vectors x, y
notation: z'y

properties &

o (ax)ly = a(xly) for scalar
o (z+y)lz=al2+ylz

e ry=yx
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Euclidean norm

lzll = ot + a5+ +af = VaTa

properties

e also written ||x||2 to distinguish from other norms
o ||ax| = |al||z| for scalar «

o |z +y| < |lz|| + ||yl (triangle inequality)

e ||[z|| >0and |z]|=0onlyifz=0
interpretation

e ||x|| measures the magnitude or length of x

e ||x — y|| measures the distance between x and y
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Matrix notation

an m X n matrix A is defined as

aii ai2 ain
a1 a2 aon
A= : , Or A= [aij]an
_aml Am?2 amn_

e a;; are the elements, or coefficients, or entries of A

e set of m X n-matrices is denoted R™*"

e A has m rows and n columns (m,n are the dimensions)
e the (7, ) entry of A is also commonly denoted by A;;

e A is called a square matrix if m =n
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Special matrices

zero matrix: A =0

0 0 0
0 0 0
A= I 0
0 0 0
Cl,ij:O,fOI”I::L...,m,jZL...,n
identity matrix: A =1
(1 0 0]
0 1 0
A= I 0
0 0 1]

a square matrix with a;; = 1,a;; = 0 for ¢ # j
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diagonal matrix:

_CL1 0
A= | o
_O

a square matrix with a;; = 0 for ¢ # j

triangular matrix:

a square matrix with zero entries in a triangular part

upper triangular

aip aiz2 -+ Qin
A _ O a22 o o o azn
0 0 - apn

CLz'j:OfOF’l:Zj
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aii
a1

an1

aij:OforiSj

lower triangular

0
a2

aAn?2

a”I’I,’I’L
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Addition and scalar multiplication

addition of two m X n-matrices A and B

scalar multiplication of an m x n-matrix A with a scalar 3
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[ a11 + big
as1 + boy

a19 + bio
a29 + bao

_aml + bml Am?2 + bm2

_5CL11

/BA _ 6&21

_Baml

5&12

5&22

Bam2

A1n + bln ]
A2n + b2n

amn + bmn_

Baln

BCLZn

Bamn
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Multiplication

product of m x r-matrix A with r X n-matrix B:

r

(AB)y = auiby; + ausboy + -+ by = 3 aue b
k=1

dimensions must be compatible: # of columns in A = # of rows in B
e (AB);; is the dot product of the i*" row of A and the j* column of B

e AB # BA in general ! (even if the dimensions make sense)

e there are exceptions, e.g., AI = I A for all square A

e A(B4+C)=AB+ AC
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Matrix transpose

the transpose of an m x n-matrix A is

aix a1 -+ Aam1i
AT _ aij2 a2 -+ Am2
_aln aon tee amn_

properties ©

e AT isnxm

(AT)"
e (aA+ B =aAT + BT, «a€R
( ) BTAT

e a square matrix A is called symmetric if A= A’ i.e., a;; = a;;

Vectors and Matrices 2-13



Block matrix notation

example: 2 x 2-block matrix A

1=[p &

for example, if B,C, D, E are defined as

B:E é] C:[(l) gl) ﬂ D=0 1], E=|-4 1 -1

then A is the matrix

note: dimensions of the blocks must be compatible
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Column and Row partitions

write an m X n-matrix A in terms of its columns or its rows

A = |:a,1 as an] —
e a; for j =1,2,...,n are the columns of A
e bl fori=1,2,...,m are the rows of A
example:
1 2 1
A= [4 9 O]

the column and row vectors are

b?
b

)T

m

alzm, azzlgl, agzm, by =[1 2 1], by=1[4 9 0

Vectors and Matrices
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Matrix-vector product

product of m X n-matrix A with n-vector x

a11T1 + a12I2 + ...+ A1nTn
AZC . a21I1 + a22I9 + ...+ aAo2nTn

| Am171 + Q2T + ...+ AmnTn,_
e dimensions must be compatible: # columns in A = # elements in z
if A is partitioned as A = [al as - an}, then

Ar = a1x1 + asxo + -+ + anTy,

e Ax is a linear combination of the column vectors of A

e the coefficients are the entries of &
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Product with standard unit vectors

post-multiply with a column vector

aii
aai

Aek — :
_awﬂ
pre-multiply

ei A
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a2 . A1n
as92 ce aon
am2 ... &mn_

with a row vector

0
0

= the kth row of A

a1k

a2k
_ = the kth column of A
ai a2 c e A1in
21 a2 ... Qa2n

_CLml aAm?2 oo Qmn
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Trace

Definition:

trace of a square matrix A is the sum of the diagonal entries in A

tr(A) = a1+ a2+ -+ ann

example: i )
2 1 4

A=10 —1 5

3 4 6]

traceof Ais2—14+6=17

properties

o tr(Al) = tr(A)
o tr(aA+ B) =atr(A) + tr(B)
e tr(AB) =tr(BA)
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Inverse of matrices

Definition:

a square matrix A is called invertible or nonsingular if there exists B s.t.
AB=BA=1

e B is called an inverse of A
e it is also true that B is invertible and A is an inverse of B

e if no such B can be found A is said to be singular
assume A is invertible

e an inverse of A is unique

e the inverse of A is denoted by A1
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assume A, B are invertible

Facts &

o (aA)™t =a1tA~! for nonzero «

e Al is also invertible and (A1)~1 = (A~™H)T
e AB is invertible and (AB)™! = B~1A~1

e (A+B) £ A4
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Inverse of 2 x 2 matrices

the matrix

is invertible if and only if

and its inverse is given by

example:

Vectors and Matrices

ad — bc # 0
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Elementary matrices

Definition: a matrix obtained by performing a single row operation on the
identity matrix I,, is called an elementary matrix

examples:

O =
o = O

0
0 add k£ times the first row to the third row of I3
1

multiply a nonzero k£ with the second row of I

1
-
i O
L 1

o O =
= o O

0
1 interchange the second and the third rows of I3
0

an elementary matrix is often denoted by F
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Inverse operations

row operations on E that produces I and vice versa

I — F

E—1

add k times row ¢ to row j
multiply row ¢ by k £ 0
interchange row ¢ and j

add —k times row ¢ to row j

multiply row i by 1/k

interchange row 7 and j

I
O =

Vectors and Matrices

O = O

T O
1

o O

_ o O

1
— 0
_—k
:> _1
_0
1
— 0
_O

1

-

-

0

-

0

-

o O =

p—t

O = O

_ o O

2-23



Facts ¥

e every elementary matrix is invertible

e the inverse is also an elementary matrix

from the examples in page 2-23

(1 0 O] 1 0 O]
E = |01 0f] = E'=]10 1 0
k0 1] —k 0 1]
1o 4 10
Bo= [0 k] — b _[0 1/k]
1 0 O] 1 0 0
0 1 0 0 1 0]
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Row operations by matrix multiplication

assume A is m X n and E is obtained by performing a row operation on I,,

E A = the matrix obtained by performing this same row operation on A

example:
1 2 3
A=10 1 -1
11 0

1 0 0| 1 2 3
E=10 1 =2 EA=1|-2 -1 -1
00 1 11 0
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e multiply 2 with the first row of A

2 0 0 2 4 6
E=|0 1 0 EA=0 1 -1
00 1 11 0|

e interchange the first and the third rows of A

0 0 1 11 0
E=|0 1 0 EA=|0 1 -1
10 0 12 3
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Inverse via row operations

assume A is invertible

e A is reduced to I by a finite sequence of row operations
E17E27°"7Ek:

such that
Er.---EsE1A=1

e the reduced echelon form of A is I

e the inverse of A is therefore given by the product of elementary matrices

A ' =FE, .- - EyE;
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example: write the augmented matrix [A | I]

2 4 3|11 0 0
1 2 170 1 O
1 0 4{0 0 1

and apply row operations until the left side is reduced to [

~2Ry + R — R S I
I 1 2 1|0 1 0
2T 0 -2 3|0 —1 1
1 2 170 1 O
Ri < R, 0 0 111 =2 0
0O —2 3|0 —1 1
1 2 1 1
—3R> + R3 — Rs 0 0 1 1 —2
0 —2 0]—-3 5

Vectors and Matrices
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1 2 110 1 0
R3/(—2) — R3 O 0 11 -2 0
3 5 1
01 0135 =3 —3
1 2 110 1 0
Ry < R3 0O 1 O % —g —%
O 0 11 =2 0
1 0 1]-3 6 1
—2Rs + R — Ry O 1 0 % —g —%
o o0 11 =2 0
1 0 0] -4 8 1
—R3+ Ry — Ry 010|325 -2 —1
o o0 11 =2 0
the inverse of A is ) )
—4 8 1
3 _5 _1
2 2 2
1 -2 0
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Invertible matrices

¥ Theorem: for a square matrix A, the following statements are equivalent

1. A is invertible
2. Ax = 0 has only the trivial solution (z = 0)
3. the reduced echelon form of A is [

4. A is expressible as a product of elementary matrices

Vectors and Matrices 2-30



Inverse of special matrices

diagonal matrix

aq 0 0
] 0 0 ay]

a diagonal matrix is invertible iff the diagonal entries are all nonzero
ai,i;é(), ?::1,2,...,77,

the inverse of A is given by

/ey 0 - 0
Al_ | 0 Va0
0 - 0 1/an]

the diagonal entries in A~ are the inverse of the diagonal entries in A
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triangular matrix:

upper triangular lower triangular
a1 a2 o Qg ai; 0 -+ 0
0 a ceeoa a a 0
e D BT e
i 0 0 U ann_ _anl (0755 ann_
CLz'j:OfOF’l:Zj aij:OforiSj

a triangular matrix is invertible iff the diagonal entries are all nonzero
aﬁ;é(), Wzl,Q,...,n
more Is true ...

e product of lower (upper) triangular matrices is lower (upper) triangular

e the inverse of a lower (upper) triangular matrix is lower (upper)
triangular
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symmetric matrix: A = A’

ES

e for any square matrix A, AAT and AT A are always symmetric

o if A is symmetric and invertible, then A1 is symmetric

e if A is invertible, then AAT and AT A are also invertible
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Determinants

the determinant is a scalar value associated with a square matrix A

commonly denoted by det(A) or |A]

determinants of 2 X 2 matrices:

determinants of 3 X 3 matrices: let A

det [

a b
c d

|

ad — bc

{ai;}

det A = ai1a22a33+0a12a03a31+0a13a91039

—(az1a922a13+a32023011+a33021012)
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aiy.
aszr

asi

DR A A7
aiy. @13~ .-ain a2
@ Q3 1 Qa1 A

>/\ N N
azy Aazz” | B3] @32

// \ \‘ ‘

+ o+ o+
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for a square matrix of any order, it can be computed by

e cofactor expansion

e performing elementray row operations
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Minor and Cofactor

Minor of entry a;;: denoted by M;;

e the determinant of the resulting submatrix after deleting the ith row
and jth column of A

Cofactor of entry a;;: denoted by C;;

o Cij = (=1)"+) M,

example:
3 1 —2] 51

A=1|5 0 2|, Myg= =4, Coy= (-1 My =14
1 -1 2 b=l
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Determinants by Cofactor Expansion
Theorem: the determinant of an n x n-matrix A is given by
det(A) = CLUCU + CLQjCQj —+ -4 CLnanj

and
det(A) = CLilCﬂ + CLZ‘QCiQ + -+ afinCz"rL

regardless of which row or column of A is chosen

example: pick the first row to compute det(A)

3 1 =2
A = 5 0 2 y det(A):a11011—|—a12012—|—a13013
1 -1 2
a 2| 02 sl 52 o, 4l 5 o0
det(4) = 3(-1)°| _, 2‘+1( DR 2| 2-1)*| ] _1‘
= 3(M2) + (=1)(8) =2(1)(=5) =8
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Basic properties of determinants

¥ let A, B be any square matrices

o det(A) = det(AT)
e if A has a row of zeros or a column of zeros, then det(A) =0

o det(A+ B) # det(A) + det(B) !

determinants of special matrices:

e the determinant of a diagonal or triangular matrix is given by the
product of the diagonal entries

o det(/) =1

(these properties can be proved from the def. of cofactor expansion)
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¥ another basic properties; suppose the following is true

e A and B are equal except for the entries in their kth row (column)

e (' is defined as that matrix identical to A and B except that its kth row
(column) is the sum of the kth rows (columns) of A and B

then we have
det(C') = det(A) + det(B)

example:
(1 0 1] 1 0 1] 1 0 1]
A=12 1 1|, B=1|2 1 1|, Cc=12 1 1
1 2 -1 3 0 2 4 2 1]
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Determinants under row operations

e multiply k to a row or a column

e interchange between two rows or two columns

kall
a1
asi

a1
aii
asi

k&lg

a22
as2

a2
ai2
aso

ka3

a23
as3s3

a23
ai3
ass

aii
a1
asi

aii
a1
asi

a2
an2
as2

ai2
a2
as2

ais
az3
ass

ais
a23
ass

e add k times the ith row (column) to the jth row (column)
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a1 + kaoy
a1
asi

a9 + kaso

ao2
as2

a13 + kaos

az3
ass

aip ailz2 ais
a21 Q22 G23
aszp as2 dass
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(the proof of determinants under row operations is left as an exercise )

example: B is obtained by performing the following operations on A

RQ + 3R1 — RQ, R3 < Rl, —4R1 — Rl

2 3 =2
A=13 1 0| = det(B)=(-4)-(-1)-1-det(A)
3 -3 3

the changes of det. under elementary operations lead to obvious facts &
o det(aA) =a"det(A), a#0

e If A has two rows (columns) that are equal, then det(A) =0
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Determinants of elementary matrices

let B be obtained by performing a row operation on A then

B=FA and det(B)=det(FA)

E = [0 1 0|, det(B)=kdet(A) (det(E)=k)

-
—_
-

E = |1 0 0|, det(B)=—det(A) (det(F)=-1)

E = 10

—_
-

. det(B) = det(A)  (det(E) = 1)

conclusion: det(FA) = det(F) det(A)

Vectors and Matrices 2-42



Determinants of product and inverse

¥ let A, B be n X n matrices
e A is invertible if and only if det(A) # 0
o if Ais invertible, then det(A™1) = 1/ det(A)

o det(AB) = det(A) det(B)
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Adjugate formula

the adjugate of A is the transpose of the matrix of cofactors from A

C1; Oy -+ Cpy
adJ(A) _ 0:12 C:22 : Cn2
_Cln CQn e Cnn _
if A is invertible then |
A~ = dj(A
der(a) “A)

Proof.

e the cofactor expansion using the cofactors from different row is zero

ai1Cr1 + a;2Ck2 + ... +ainCrpn =0, fori #k
o Aadj(A) =det(A) I
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Linear equation in matrix form

the linear system of m equations in n variables

a1121 + a2+ -+ a1y, = by
21T, + a92To + -+ + a9px, = be
Am1L1 + Am2X2 + -+ AmnLn — bm

in matrix form: Ax = b where

aii ai2 ain X1 b1
a1 a2 ao o) b2
A p— -n , [L‘ p— , b p—
_Cl/ml Cl/m2 o o o a/mn_ _xrn/— _bm_
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Applications
a set of linear equations Az = b (with A € R™*™) is

e square if m =n (A is square)
11 Qai2| (L1 _ b1
az21 Q22| (X2 b2
e underdetermined if m <n (A is fat)
a11 a2 Qs 2 _ b
a21 Qa22 A23 T4 bo
e overdetermined if m > n (A is skinny)

az1 a2
as; as2

a1]  a12 [ ] b1
X1
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Cramer’s rule

consider a linear system Ax = b when A is square

if A is invertible then the solution is unique and given by
r=A"1b

each component of x can be calculated by using the Cramer’s rule

Cramer’s rule

:1:1:@ xzzﬂ T :‘A”‘
Al Al | Al

where A, is the matrix obtained by replacing b in the jth column of A

(its proof is left as an exercise)

Vectors and Matrices
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example:

3 1 -2
A=1|5 0 2],
1 -1 2]

b= |1

since det(A) = 8, A is invertible and the solution is

2 0 2
x:A”b:§—% 8 —16
-5 4 =5
using Cramer's rule gives
1 2 1 =2 1 3 2
1 — = 1 0 2 , X9 — g 5 1
2 —1 2 1 2
which yields
L1 = 1, L9 = —5,

Vectors and Matrices
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MATLAB commands

some commonly used commands for working with matrices

e eye(n) produces an identity matrix of size n

e zeros(m,n) creates a zero matrix of size m X n
e inv(A) finds the inverse of A

e det(A) finds the determinant of A

e trace(A) finds the trace of 4

to solve Ax = b when A is square use

e A\b (compute A~10)

Vectors and Matrices

2-49



References

Chapter 1-2 in
H. Anton, Elementary Linear Algebra, 10th edition, Wiley, 2010

| ecture note on

Matrices and Vectors, EE103, L. Vandenberghe, UCLA

Vectors and Matrices 2-50



