EE401 (Semester 1) Jitkomut Songsiri

10. Examples of random processes

e sinusoidal signals
e random telegraph signals
e signal plus noise

e ARMA time series
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Sinusoidal signals
consider a signal of the form

X (t) = Asin(wt + ¢)
in each of following settings:

e w (frequencey) is random
e A (amplitude) is random
e ¢ (phase shift) is random

questions involving this example

o find pdf

e find mean, variance, and correlation function

Examples of random processes
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random frequency:

e sample functions are sinusoidal signals at different frequencies

Examples of random processes 10-3



random amplitude: A € U[—1,1] while w=m and ¢ =0
X (t) = Asin(rt)
(continuous-valued RP and sample function is periodic)

e find pdf of X ()

— when t is integer, we see X (t) =0 for all A
P(X(t)=0)=1, P(X(t)= other values) =0
— when t is not integer, X(t) is just a scaled uniform RV

X (t) € U|—sin(rt), sin(nt)]
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e find mean of X (¢)

E[X (1)) = E[A] sin(rt)

(could have zero mean if sin(nt) =0 )

e find correlation function

R(tl, tg) = E[A Sin(ﬂ'tl)A Sin(ﬂ'tg)]

e find covariance function

E[A2] Sin(ﬂ'tl) Sin(ﬂ'tg)

C(tl, t2) — R(tl, t2) — m(tl)m(tg)

— E[A?]sin(rt;) sin(nty) — (E[A])? sin(rt; ) sin(nt)

= var|A] sin(7ty) sin(mts)

e X (t) is wide-sense cyclostationary, i.e., m(t) = m(t+ 1) and

C(t1,t2) =C(t1 + T,to +T) for some T

Examples of random processes
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random phase shift: A=1,w=1and ¢ ~U|—7, 7]
X(t) = sin(t + ¢)
(continuous-valued RP)
e find pdf of X(t): view x = sin(t + ¢) as a transformation of ¢
r=sin(t+ ¢) & ¢ =sin"'(z) —t,¢p =7 —sin” H(z) — ¢

the pdf of X (¢) can be found from the formula

fxw(@) = Y flon)

(pdf of X (t) does not depend on t; hence, X (t) is strict-sense
stationary)

Examples of random processes
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e find the mean function

e find the covariance function

C(tl, t2) — R(tl, tg) — E[Siﬂ(tl + ¢) Siﬂ(tg + ¢)]
= % ' %[cos(tl — t9) — cos(t1 + ta + 2¢)|do

= (1/2) cos(t; — t2)

(depend only on t; — to)

e X (t) is wide-sense stationary (also conclude from the fact that X () is
stationary)
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Random Telegraph signal

a signal X () takes values in {1, —1} randomly in the following setting:

e X(0)=1or X(0) =—1 with equal probability of 1/2

e X (t) changes the sign with each occurrence follows a Poisson process
of rate «

questions involving this example:

e obviously, X (t) is a discrete-valued RP, so let's find its pmf
e find the covariance function

e examine its stationary property
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pmf of random telegraph signals: based on the fact that

X (t) has the same sign as X(0) <= number of sign changes in [0,¢] is even
X (t) and X (0) differ in sign <= number of sign changes in [0, ] is odd

P(X(t)=1) = P(X(t) = 1|X(0) = 1) P(X(0) = 1)

- 7

- V -
no. of sign change is even

+ P(X(t) = 1|X(0) = —1) P(X(0) = —1)

7

no. of sign Eﬂange is odd

let N(t) be the number of sign changes in [0,¢] (which is Poisson)

(o) 2k
P(N(t) = even integer) = Z ((Ztk))' e = (1/2)(1 + e 2

ot) 2k
((2]:)—'_ 1)!6—at — (1/2)(1 . 6—20475)

P(N(t) = odd integer) = f:
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pmf of X (¢) is then obtained as

e pmf of X(t) does not depend on ¢

e X (t) takes values in {—1,1} with equal probabilities

if X(0) =1 with probability p # 1/2 then how the pmf of X (¢) would
change 7
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mean and variance:

e mean function:

X)) = > anP(X () = a3) = 1+ (1/2) + (—1) - (1/2) = 0
k

var[X (t)] = E[X (1) — (B[X(1)))? = Y | a2 P(X(t) = 21)
k

= (1) (1/2) + (-1)*- (1/2) =1

both mean and variance functions do not depend on time
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covariance function: since mean is zero and by definition
C'(t1,t2) = E[ X (t1) X (t2)]

2PIX (1) = 1, X (t2) = 1] + (~1)?P[X (1) = —1, X (t2) = —1]
—1]+ (-1D)()P|X(t1) = -1, X(t2) =1
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from above, we need to find joint pmf obtained via conditional pmf

P(X(tl) = iCl,X(tQ) = iCQ) = P(X(tg) = T2 ‘ X(tl) = 5131) P(X(t ) = iCl)

A\ - 7\ 7

depend on sign change kn?)rwn

e X(t1) and X(t2) have the same sign

P(X(ts) =1 | X(t1) = 1) = P(N(ta—t1) = even) = (1/2)(14-e2x(t2=10))

e X(t1) and X (t2) have different signs

P(X(tz) = —x1| X(t1) = x1) = P(N(ta—t1) = odd) = (1/2)(1—6_20‘(t2_t1))
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the covariance is obtained by

C(t1,t2) = P(X(t1) = X(t2)) + P(X(t1) # X (t2))
=2 (1/2)(1 4 e 2*271)(1/2) — 2 (1/2)(1 — e 2*27 1)) . (1/2)

— o 2alta—t1|

e it depends only on the time gap ¢ — t;, denoted as 7 = t5 — #;
e we can rewrite C(7) = e~ 2!7l
e as 7 — oo, values of X (¢) at different times are less correlated

e X (t) (based on the given setting) is wide-sense stationary
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covariance function of random telegraph signal: set a = 0.5

covariance function of random telegraph signal
W

-5 0
time gap

o left: C(t1,ts) = e 222711l a5 a function of (¢, s)

e right: C(t1,t2) = C(7) as a function of 7 only
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revisit telegraph signal: when X (0) = 1 with probability p # 1/2

e how would pmf of X (¢) change ?

e examine stationary property under this setting

pmf of X (1)
P(X(t)=1) = (1/2)(1+e)(p)+ (1/2)(1 — e ***)(1 — p)
= 1/2+e*(p—1/2)
PX(t)=-1) = 1-P(X((t)=1)

= 1/2—e**(p—1/2)

e when p # 1/2, pmf of X (¢) varies over time but pmf converges to
uniform as t — oo, regardless of the value of p

e if p=1(X(0) is deterministic) then pmf still varies over time:

PX(t)=1)=(1/2)1 +e ™), P(X(t)=-1)=(1/2)(1 - e ™)
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stationary property: X (t¢) is stationary if
P(X(t1) = x1,..., X(t) = ) = P(X(L1+7) = g, ..., X (e +7) = 25)

forany t1 <ty <---<tpandany 7

examine by characterizing pmf as product of conditional pmf's
p(x1, ..., 7)) = p(Tr|Th—1,- -, T1)P(Tp—1|Th—2, ..., 21) - - - p(@2|T1)p(71)

which reduces to

P(X(t)) = x1,..., X (t) = z3) =
P(X(tk) = ZEk|X(tk_1) = SUk_l) s P(X(tg) = fEQ‘X(tl) = CIfl)P(X(tl) = 5131)

using independent increments property of Poisson process
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because
e for example, if X (¢;) don't change sign
P(X(tk) — $k|X(tk_1) — $k_1) — P(N(tk — tk—l) — even)

if X (tx—1) is given, values of X (t;) are determined solely by N(¢) in
intervals (¢;,%;_1) which is independent of the previous intervals

e only knowing x;_1 is enough to know conditional pmf:

P(xi|ri—1, Th—2,...,71) = P(Tr|TK-1)

then, we can find each of the conditional pmf's

(1/2)(1 + 6_2a(tk_tk_1)), for xp, = 11

P(X(tr) = 2| X (tp—1) = 1) = {(1/2)(1 — e 20tk —t-1)) for x), = —xp_1
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with the same reasoning, we can write the joint pmf (with time shift) as

PX(ti+7)=a1,..., X[ +7) =a8) =
P(X(tk +7) = x| X (bg—1 +7) = Tp—1) - -
P(X(t2—|—7') :$2|X(t1—|—7') :ZUl)P(X(t1+T) :ZEl)

where these are equal
P(X(tk) = $k|X(tk_1) = ij_l) = P(X(tk;—|—7') = SIZk‘X(tk_l‘FT) = ﬂjk—l)

because it depends only on the time gap (from page 10-17)

as a result, to examine stationary property, we only need to compare
P(X(tl) = iCl) VS P(X(tl —|—7') — iCl)
which only equal in steady-state sense (as t; — oc) from page 10-15
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Pulse amplitude modulation (PAM)

setting: to send a sequence of binary data, transmit 1 or —1 for 7' seconds
X(t)= S Auplt —nT)
where Ay is random amplitude (£1) and p(¢) is a pulse of width T

e m(t) =0 since E[A4,] =0
o ('(t1,t2) is given by

E[X (t1)?] if nT <t,to < (n+1)T

=1,
C(h,h){ E[X (t1)|E[X (t2)] = otherwise

e X (t) is wide-sense cyclostationary but clearly sample function of X (%) is
not periodic
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Signal with additive noise

most applications encounter a random process of the form
Y(t)=X(t)+ W(t)

e X (t) is transmitted signal (could be deterministic or random) but
unknown

e Y (t) is the measurement (observable to users)

e IV (%) is noise that corrupts the transmitted signal
common questions regarding this model:

e if only Y (¢) is measurable can we reconstruct/estimate what X (¢) is ?
e if we can, what kind of statistical information about W (t) do we need ?

o if X(¢) is deterministic, how much W affect to Y in terms of
fluctuation?
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simple setting: let us make X and W independent

cross-covariance: let X and W be the mean removed versions

cross-covariance can never be zero as Y is a function of X

autocovariance:

the variance in Y is always higher than X; the increase is from the noise
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