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Linear equations

m equations in n variables x1, x2, . . . , xn:

a11x1 + a12x2 + · · ·+ a1nxn = b1

a21x1 + a22x2 + · · ·+ a2nxn = b2
...

am1x1 + am2x2 + · · ·+ amnxn = bm

in matrix form: Ax = b, where

A =









a11 a12 · · · a1n
a21 a22 · · · a2n
... ... . . . ...

am1 am2 · · · amn









, x =









x1

x2

...
xn









, b =









b1
b2
...
bm
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Range of a matrix

the range of an m× n-matrix A is defined as

R(A) = {y ∈ Rm | y = Ax for some x ∈ Rn}

• the set of all m-vectors that can be expressed as Ax

• the set of all linear combinations of the columns of A

• the set of all vectors b for which Ax = b is solvable

full range matrix

• A has a full range if R(A) = Rm

• if A has a full range then Ax = b is solvable for every right-hand side b
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Nullspace of a matrix

the nullspace of an m× n-matrix A is defined as

N (A) = {x ∈ Rn | Ax = 0}

• the set of all vectors that are mapped to zero by f(x) = Ax

• the set of all vectors that are orthogonal to the rows of A

• if Ax = b then A(x+ y) = b for all y ∈ N (A)

zero nullspace matrix

• A has a zero nullspace if N (A) = {0}
• if A has a zero nullspace and Ax = b is solvable, the solution is unique
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Left inverse

definitions

• C is a left inverse of A if CA = I

• a left-invertible matrix is a matrix with at least one left inverse

example

A =





1 0
2 1
0 1



 , C =
1

3

[

1 1 −1
0 0 3

]

property: A is left-invertible ⇐⇒ A has a zero nullspace

• ‘⇒’: if CA = I then Ax = 0 implies x = CAx = 0

• ‘⇐’: see later (p.4-15)
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Right inverse

definitions

• B is a right inverse of A if AB = I

• a right-invertible matrix is a matrix with at least one right inverse

example

A =

[

1 0 1
0 1 1

]

, B =
1

2





1 −1
−1 1
1 1





property: A is right-invertible ⇐⇒ A has a full range

• ‘⇒’: if AB = I then y = Ax has a solution x = By for every y

• ‘⇐’: see later (p.4-17)
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Matrix inverse

if A has a left and a right inverse, then they are equal:

AB = I, CA = I =⇒ C = C(AB) = (CA)B = B

we call C = B the inverse of A (notation: A−1)

example

A =





−1 1 −3
1 −1 1
2 2 2



 , A−1 =
1

4





2 4 1
0 −2 1

−2 −2 0
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Nonsingular matrices

for a square matrix A the following properties are equivalent

1. determinant of A is nonzero

2. A has a zero nullspace

3. A has a full range

4. A is left-invertible

5. A is right-invertible

6. Ax = b has exactly one solution for every value of b

7. 0 is not an eigenvalue of A

8. A can be expressed as a product of elementary matrices

a square matrix that satisfies these properties is called

nonsingular or invertible

System of Linear Equations 4-8



Examples

A =





1 −1 1
−1 1 1
1 1 −1



 , B =









1 −1 1 −1
−1 1 −1 1
1 1 −1 −1

−1 −1 1 1









• A is nonsingular because it has a zero nullspace: Ax = 0 means

x1 − x2 + x3 = 0, −x1 + x2 + x3 = 0, x1 + x2 − x3 = 0

this is only possible if x1 = x2 = x3 = 0

• B is singular because its nullspace is not zero:

Bx = 0 for x = (1, 1, 1, 1)
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Example: Vandermonde matrix

A =









1 t1 t2
1

· · · tn−1

1

1 t2 t2
2

· · · tn−1

2
... ... ... . . . ...
1 tn t2n · · · tn−1

n









with ti 6= tj for i 6= j

we show that A is nonsingular by showing it has a zero nullspace

• Ax = 0 means p(t1) = p(t2) = · · · = p(tn) = 0 where

p(t) = x1 + x2t+ x3t
2 + · · ·+ xnt

n−1

p(t) is a polynomial of degree n− 1 or less

• if x 6= 0, then p(t) can not have more than n− 1 distinct real roots

• therefore p(t1) = · · · = p(tn) = 0 is only possible if x = 0
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Inverse of transpose and product

transpose

if A is nonsingular, then AT is nonsingular and

(AT )−1 = (A−1)T

we write this is A−T

product

if A and B are nonsingular and of the same dimension, then AB is
nonsingular with inverse

(AB)−1 = B−1A−1
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Schur complement

suppose A is (k + 1)× (k + 1) and partitioned as

A =

[

a11 A12

A21 A22

]

(A22 has size k × k, A12 has size 1× k, A21 has size k × 1)

definition: if a11 6= 0 the Schur complement of a11 is the matrix

S = A22 −
1

a11
A21A12

S has dimension k × k
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Schur complement and variable elimination

partitioned set of linear equations Ax = b

[

a11 A12

A21 A22

] [

x1

X2

]

=

[

b1
B2

]

(1)

• if a11 6= 0, eliminating x1 from the first equation gives

x1 =
b1 −A12X2

a11
(2)

• substituting x1 in the other equations gives

SX2 = B2 −
b1
a11

A21 (3)

hence, if a11 6= 0, can solve (1) by solving (3) and substituting X2 in (2)
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consequences (for A with a11 6= 0)

• (1) is solvable for any right-hand side iff (3) is solvable for any r.h.s.

A has a full range ⇐⇒ S has a full range

• with b = 0, only solution of (1) is x = 0 iff only solution of (3) is X2 = 0

A has a zero nullspace ⇐⇒ S has a zero nullspace
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Left-invertible matrix

A is left-invertible ⇐⇒ A has a zero nullspace

proof

• ’⇒’ part: if BA = I then Ax = 0 implies x = BAx = 0

• ’⇐’ part: if A has a zero nullspace then ATA is invertible and

B = (ATA)−1AT

is a left inverse of A
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Dimensions of a left-invertible matrix

• if A is m× n and left-invertible then m ≥ n

• in other words, a left-invertible matrix is square (m = n) or tall (m > n)

proof: assume m < n and partition XA = I as

[

X1

X2

]

[

A1 A2

]

=

[

X1A1 X1A2

X2A1 X2A2

]

=

[

I 0
0 I

]

with X1 and A1 of size m×m, X2 (n−m)×m, and A2 m× (n−m)

this is impossible:

• from 1,1-block: X1A1 = I means X1 = A−1

1

• from 1,2-block X1A2 = 0: multiplying on the left with A1 gives A2 = 0

• from 2,2-block X2A2 = I : a contradiction with A2 = 0
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Right-invertible matrix

A is right-invertible ⇐⇒ A has a full range

proof

• ’⇒’ part: if AC = I then Ax = b has a solution

x = Cb

for every value of b

• ’⇐’ part: if A has a full range then AAT is invertible and

C = AT (AAT )−1

is a right inverse of A

dimensions: right-invertible m× n matrix is square or wide (m < n)

System of Linear Equations 4-17



Outline

• definitions: range and nullspace, left and right inverse

• nonsingular matrices

• left- and right-invertible matrices

• orthogonal matrices

• self-adjoint matrices

• positive definite matrices

• summary



Orthogonal matrices

a matrix Q is orthogonal if
QTQ = I

examples





1/
√
3 1/

√
6

1/
√
3 1/

√
6

−1/
√
3 2/

√
6



 ,





0 1 0
0 0 1
1 0 0



 ,

[

cos θ − sin θ
sin θ cos θ

]

Q = I − 2uuT (if u is a vector with ‖u‖ = 1)
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Column properties

denote the columns of Q by qk:

Q =
[

q1 q2 · · · qn
]

then

QTQ =













qT
1
q1 qT

1
q2 · · · qT

1
qn

qT
2
q1 qT

2
q2 · · · qT

2
qn

... ... . . . ...

qTn q1 qTn q2 · · · qTn qn













= I

• columns qi have unit norm: qTi qi = 1 for i = 1, . . . , n

• columns are mutually orthogonal: qTi qj = 0 for i 6= j
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Properties of orthogonal matrices

suppose Q is m× n and orthogonal

• multiplication with Q preserves norms:

‖Qx‖ = (xTQTQx)1/2 = (xTx)1/2 = ‖x‖

• multiplication with Q preserves inner products:

(Qx)T (Qy) = xTQTQy = xTy

• multiplication with Q preserves angles between vectors
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more properties ...

properties (with A orthogonal of size m× n)

• A is left-invertible with left-inverse AT

• A is tall (m > n) or square (m = n)

• if A is square then A−1 = AT and AAT = I

• if A is tall, AAT 6= I
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Self-adjoint matrices

a square complex matrix is called

self-adjoint or Hermittian if

A = A∗ =⇒ aij = aji

and is called symmetric if

A = AT =⇒ aij = aji

• A∗ denotes the complex conjugate transpose of A

• if A is a real matrix, self-adjoint simply means symmetric
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Properties of self-adjoint matrices

let A ∈ C
n×n be self-adjoint

• the diagonals are real

• 〈Ax, x〉 = x∗Ax is real for all x ∈ Cn

• all eigenvalues of A are real

• all eigenvectors of A are mutual orthogonal

〈φj, φk〉 = 0, ∀j 6= k
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• A admits an eigenvalue decomposition:

A = UDU∗

where

– D is diagonal and contains the eigenvalues of A

– the columns of U are the corresponding eigenvectors

– U is orthogonal, i.e., U∗U = UU∗ = I

• quadratic form of A satisfies

λmin(A)‖x‖2 ≤ 〈Ax, x〉 ≤ λmax(A)‖x‖2

for any x ∈ C
n
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Positive definite matrices

definitions

• A is positive definite if A is symmetric and

xTAx > 0 for all x 6= 0

• A is positive semidefinite if A is symmetric and

xTAx ≥ 0 for all x

note: if A is symmetric of order n, then

xTAx =
n
∑

i=1

n
∑

j=1

aijxixj =
n
∑

i=1

aiix
2

i + 2
∑

i>j

aijxixj
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Examples

A =

[

9 6
6 5

]

, B =

[

9 6
6 4

]

, C =

[

9 6
6 3

]

• A is positive definite:

xTAx = 9x2

1
+ 12x1x2 + 5x2

2
= (3x1 + 2x2)

2 + x2

2

• B is positive semidefinite but not positive definite:

xTBx = 9x2

1
+ 12x1x2 + 4x2

2
= (3x1 + 2x2)

2

• C is not positive semidefinite:

xTCx = 9x2

1
+ 12x1x2 + 3x2

2
= (3x1 + 2x2)

2 − x2

2
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Example

A =













1 −1 · · · 0 0
−1 2 · · · 0 0
... ... . . . ... ...
0 0 · · · 2 −1
0 0 · · · −1 1













A is positive semidefinite:

xTAx = (x1 − x2)
2 + (x2 − x3)

2 + · · ·+ (xn−1 − xn)
2 ≥ 0

A is not positive definite:

xTAx = 0 for x = (1, 1, . . . , 1)
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Properties of positive definite matrices

• A is nonsingular

proof: xTAx > 0 for all nonzero x, hence Ax 6= 0 if x 6= 0

• the diagonal elements of A are positive

proof: aii = eTi Aei > 0 (ei is the ith unit vector)

• Schur complement S = A22 − (1/a11)A21A
T
21

is positive definite, where

A =

[

a11 AT
21

A21 A22

]

proof: take any v 6= 0 and w = −(1/a11)A
T
21
v

vTSv =
[

w vT
]

[

a11 AT
21

A21 A22

] [

w
v

]

> 0
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• A always has a square root which is defined as a matrix B such that

B · B = A

the square root of A is UD1/2UT where U and D are obtained from

A = UDUT (eigenvalue decomposition)

• A can always be factorized as A = LTL and L is full rank

(such factorization is not unique)

equivalent conditions: the following statements are equivalent

• A is positive definite

• all eigenvalues of A are positive

• all of the leading principal minors are positive
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Gram matrix

a Gram matrix is a matrix of the form

A = BTB

properties

• A is positive semidefinite

xTAx = xTBTBx = ‖Bx‖2 ≥ 0 ∀x

• A is positive definite if and only if B has a zero nullspace

• A is positive definite if and only if BT has a full range
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Summary: left-invertible matrix

the following properties are equivalent

1. A has a zero nullspace

2. A has a left inverse

3. ATA is positive definite

4. Ax = b has at most one solution for every value of b

• we will refer to such a matrix as left-invertible

• a left-invertible matrix must be square or tall
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Summary: right-invertible matrix

the following properties are equivalent

5. A has a full range

6. A is right-invertible

7. AAT is positive definite

8. Ax = b has at least one solution for every value of b

• we will refer to such a matrix as right-invertible

• a right-invertible matrix must be square or wide
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Summary: nonsingular matrix

for square matrices, properties 1–8 are equivalent

• such a matrix is called nonsingular (or invertible)

• for nonsingular A, left and right inverses are equal and denoted A−1

• if A is nonsingular then Ax = b has a unique solution

x = A−1b

System of Linear Equations 4-33



References

Lecture notes on

Theory of linear equations, EE103, L. Vandenberhge, UCLA

System of Linear Equations 4-34


