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4. System of Linear Equations

e definitions: range and nullspace, left and right inverse
e nonsingular matrices

e left- and right-invertible matrices

e orthogonal matrices

e self-adjoint matrices

e positive definite matrices

e summary
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Linear equations

m equations in n variables x1, xs, . ..

a11T1 + a12T2 +

211 + Q202 +

Am1T1 + Ama2To +

iIn matrix form: Ax = b, where

aii a2 -+ QAin
a1 azo - Qa2
A= . . o
i am1 Am?2 Amn |

System of Linear Equations

"i_alnxn

R A2nTLn

e _|_ AmnLn
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Range of a matrix

the range of an m x n-matrix A is defined as

R(A) ={y € R" | y = Ax for some z € R"}

e the set of all m-vectors that can be expressed as Ax
e the set of all linear combinations of the columns of A

e the set of all vectors b for which Az = b is solvable

full range matrix

e A has a full range if R(A) = R™

e if A has a full range then Ax = b is solvable for every right-hand side b
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Nullspace of a matrix
the nullspace of an m X n-matrix A is defined as

N(A) ={z € R"| Az =0}

e the set of all vectors that are mapped to zero by f(x) = Ax

e the set of all vectors that are orthogonal to the rows of A

e if Ax =0bthen A(x +y) =>b for all y € N(A)

zero nullspace matrix

e A has a zero nullspace if N (A) = {0}

e if A has a zero nullspace and Ax = b is solvable, the solution is unique

System of Linear Equations
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Left inverse

definitions

o (Cisaleftinverseof AifCA=1

e a left-invertible matrix is a matrix with at least one left inverse

example

s
I
O N =
_— = O
Q
I
| —
1
O
O =
I
’—L
I

property: A is left-invertible <= A has a zero nullspace
o =" if CA=1then Ax =0 implies x = CAx =0

o ‘=': see later (p.4-15)
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Right inverse

definitions

e Bis aright inverse of A if AB=1

e a right-invertible matrix is a matrix with at least one right inverse

example

property: A is right-invertible <= A has a full range

o =" if AB =1 then y = Ax has a solution x = By for every y

o ‘=': see later (p.4-17)
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Matrix inverse

if A has a left and a right inverse, then they are equal:
AB=1, CA=1 — C=C(AB)=(CA)B=1B

we call C' = B the inverse of A (notation: A™1)

example
-1 1 -3 1'2 4 1]
A= 1 -1 1], A—l_Z 0 —2 1
2 2 2 -2 -2 0 |

System of Linear Equations
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Nonsingular matrices

for a square matrix A the following properties are equivalent

1. determinant of A is nonzero

2. A has a zero nullspace

3. A has a full range

4. A is left-invertible

5. A is right-invertible

6. Ax = b has exactly one solution for every value of b
7. 0 is not an eigenvalue of A
8

. A can be expressed as a product of elementary matrices

a square matrix that satisfies these properties is called

nonsingular or invertible

System of Linear Equations
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1 -1
A= -1 1
11

Examples

1 _ _i
1|, B=
. -1

—1
1
1
—1

1 —1 ]
-1 1
—1 -1

1 1]

e A is nonsingular because it has a zero nullspace: Ax = 0 means

581—582+£C3=O,

—x1 + 22+ x3 =0,

this is only possible if z1 = 29 = 23 =0

e B3 is singular because its nullspace is not zero:

System of Linear Equations

Bxr=0 forxz=(1,1,1,1)

331—|—£CQ—£63:O
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Example: Vandermonde matrix

1ty 2 .- t?f—i'
2 e o o n_
A= b 2t with ¢; ¢, for i # j
Lot e T

we show that A is nonsingular by showing it has a zero nullspace
e Ax = 0 means p(t;) = p(ta) = -+ = p(t,) = 0 where
p(t) = 1 + 2ot +w3t* 4+ - F "t
p(t) is a polynomial of degree n — 1 or less
e if =~ 0, then p(¢) can not have more than n — 1 distinct real roots

e therefore p(t1) =--- = p(t,) = 0 is only possible if x =0
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Inverse of transpose and product

transpose

if A is nonsingular, then AT is nonsingular and
(AT)—l — (A_l)T
we write this is A=7

product

if A and B are nonsingular and of the same dimension, then AB is
nonsingular with inverse

(AB)"' =B~ tA™!
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Schur complement

suppose A is (k+ 1) x (k+ 1) and partitioned as

A
A — aii 12 ]
[ Agr Ago

(Aoo has size k X k, Aio has size 1 X k, Ay has size k x 1)

definition: if a1 # 0 the Schur complement of a1 is the matrix

1
S = Agg — — A1 A1

aii

S has dimension k x k

System of Linear Equations

4-12



Schur complement and variable elimination

partitioned set of linear equations Az = b
ai;  Ag L1 _ b1
Az Ago Xy B,

e if a1 # 0, eliminating 21 from the first equation gives

_ by — A12X>

aii

X1

e substituting x1 in the other equations gives

b
SXo = By — -~ Aoy
aii

(3)

hence, if a;1 # 0, can solve (1) by solving (3) and substituting X5 in (2)

System of Linear Equations
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consequences (for A with a1; # 0)

e (1) is solvable for any right-hand side iff (3) is solvable for any r.h.s.

A has a full range <= S has a full range

e with b = 0, only solution of (1) is z = 0 iff only solution of (3) is Xo =0

A has a zero nullspace <= S has a zero nullspace
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Left-invertible matrix

A is left-invertible <= A has a zero nullspace

proof

o '=' part: if BA=1 then Az =0 implies t = BAz =0
e '« part: if A has a zero nullspace then A” A is invertible and
B=(ATA)"1AT

is a left inverse of A

System of Linear Equations
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Dimensions of a left-invertible matrix

o if Ais m x n and left-invertible then m > n

e in other words, a left-invertible matrix is square (m = n) or tall (m > n)

proof: assume m < n and partition XA = I as

Xl . X1A1 X1A2 . I 0
[le[Al AQ}_lngl X2A2]_[O I]

with X7 and A; of size m x m, Xy (n —m) x m, and A3 m X (n —m)
this is impossible:

e from 1,1-block: X1A4; = I means X; = Al_l
e from 1,2-block X7A45 = 0: multiplying on the left with A; gives A5 = 0

e from 2,2-block X245 = I: a contradiction with A, = 0
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Right-invertible matrix

A is right-invertible <= A has a full range

proof

o '=' part: if AC =1 then Az = b has a solution
x=Cb
for every value of b
o '<' part: if A has a full range then AAT is invertible and
C=A"(A4")
is a right inverse of A
dimensions: right-invertible m x n matrix is square or wide (m < n)
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Orthogonal matrices

a matrix () is orthogonal if

Q'Q=1
examples
1/\/§ 1/\@_ 010 cosf) —sinb
L/V3  1/V6 |, 001, [sin@ cosH]
| —1/v3 2/4/6 | 1 0 0

Q=1—2uu’ (if uis a vector with ||u|| = 1)
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Column properties

denote the columns of () by g:

Q=la ¢ - q ]
then - - -
4191 491492 - 47 4n
T T T
4491 d4>4q2 - (s (g
07O — 2 2 20 | _
e e o gl |
e columns ¢; have unit norm: ¢l'¢g;=1fori=1,...,n

e columns are mutually orthogonal: q;-rqj =0 fori+# 3
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Properties of orthogonal matrices

suppose () is m x n and orthogonal

e multiplication with () preserves norms:

1Qz| = (+7QTQx)"? = (272)*/? = ||z

e multiplication with () preserves inner products:
(Q2)"(Qy) = 2" QTQy = z"y

e multiplication with () preserves angles between vectors

System of Linear Equations
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more properties ...

properties (with A orthogonal of size m x n)

e A is left-invertible with left-inverse A”
e Ais tall (m > n) or square (m = n)
o if Aissquarethen A~! = A" and AAT =1

o if Aistall, AAT 41T
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Self-adjoint matrices

a square complex matrix is called

self-adjoint or Hermittian if
A=A — Qi = Qj;
and is called symmetric if

T
A=A = aij:ajq;

e A* denotes the complex conjugate transpose of A

e if A is a real matrix, self-adjoint simply means symmetric
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Properties of self-adjoint matrices

let A € C"*" be self-adjoint

e the diagonals are real
o (Ax,x) = x*Ax is real for all x € C™
e all eigenvalues of A are real

e all eigenvectors of A are mutual orthogonal

(pj,dr) =0,  Vi#k

System of Linear Equations 4-23



e A admits an eigenvalue decomposition:
A=UDU"

where
— D is diagonal and contains the eigenvalues of A

— the columns of U are the corresponding eigenvectors

— U is orthogonal, i.e., U*U =UU* =1
e quadratic form of A satisfies
Amin(A)[|2]|* < (Az, 2) < Amax(A)||z]|?

for any z € C"
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Positive definite matrices

definitions

e A is positive definite if A is symmetric and

et Az > 0 for all z # 0

e A is positive semidefinite if A is symmetric and

T Az > 0 for all z

note: if A is symmetric of order n, then

ol Ax = Z Z Qi LT = Z a,mac + 2 Z Qi LT

=1 7=1 1>7

System of Linear Equations
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9 6 9 6 9 6
S LR I E Y B Y
e A is positive definite:

vl Ax = 927 + 122120 + 523 = (371 + 222) + 75

e B is positive semidefinite but not positive definite:

vl Br = 922 + 122125 + 423 = (321 + 212)°

e (' is not positive semidefinite:

1 Cr = 9:61 + 122129 + 3:132 (31 + 222)% — iE%
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Example

1 -1 0 0
-1 2 0 0
A= : :
0 O 2 —1
0 O -1 1

A is positive semidefinite:

vl Ax = (21 —22)* + (w2 —23)° + -+ (Xp_1 — )2 >0

A is not positive definite:

vl Ax =0 for x = (1,1,...,1)
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Properties of positive definite matrices

e A is nonsingular

proof: 21 Az > 0 for all nonzero x, hence Ax # 0 if x # 0

e the diagonal elements of A are positive

proof: a;; = el Ae; > 0 (e; is the ith unit vector)

o Schur complement S = Ay — (1/a11) A1 AL} is positive definite, where

AT
A — aii 21
[ Ay Aao ]

proof: take any v # 0 and w = —(1/a;1)ALv

AL w
et i ][5
v Sv [w fv] Ao Ao y
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e A always has a square root which is defined as a matrix B such that
B-B=A
the square root of A is UDY2UT where U and D are obtained from

A=UDU" (eigenvalue decomposition)

e A can always be factorized as A = L' L and L is full rank

(such factorization is not unique)

equivalent conditions: the following statements are equivalent

e A is positive definite
e all eigenvalues of A are positive

e all of the leading principal minors are positive
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Gram matrix
a Gram matrix is a matrix of the form

A=B'B

properties

e A is positive semidefinite

vl Ax = 2" B'Bx = |Bz||* >0 Vz

e A is positive definite if and only if B has a zero nullspace

e A is positive definite if and only if B? has a full range
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Summary: left-invertible matrix

the following properties are equivalent

1. A has a zero nullspace
2. A has a left inverse
3. AT A is positive definite

4. Ax = b has at most one solution for every value of b

e we will refer to such a matrix as left-invertible

e a left-invertible matrix must be square or tall

System of Linear Equations
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Summary: right-invertible matrix

the following properties are equivalent

5. A has a full range
6. A is right-invertible
7. AAT is positive definite

8. Ax = b has at least one solution for every value of b

e we will refer to such a matrix as right-invertible

e a right-invertible matrix must be square or wide
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Summary: nonsingular matrix

for square matrices, properties 1-8 are equivalent

e such a matrix is called nonsingular (or invertible)
e for nonsingular A, left and right inverses are equal and denoted A~*

e if A is nonsingular then Ax = b has a unique solution

= A"
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