EE531 - System Identification Jitkomut Songsiri

2. Reviews on dynamical systems

e linear systems: state-space equations

e random (stochastic) processes
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Continous-time systems

® an autonomous system

t(t) = Ax(t), y=Cux(t)

e a system with inputs

t(t) = Ax(t) + Bu(t), y=Cx(t)+ Du(t)

e r € R" is the state, y € R™ is the output, and u € RP? is the control input
e A c R™"is the dynamic matrix

e B € RP*™ is the input matrix

o (' € R™*™ is the output matrix

o D c R™*P js the direct forward term
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Solution of state-space equations

® an autonomous system

x(t) = eM2(0), y=Cez(0)

e“1 is the state-transition matrix; can be computed analytically

e a system with inputs
¢
z(t) = ez(0) +/ e =7) Bu(7)dr,
0
¢
y(t) = Cez(0)+ C/ e*=T) Bu(r)dr + Du(t)
0
x(t) consists of zero-input response and zero-state response

Reviews on dynamical systems

2-3



Discrete-time systems

® an autonomous system
x(t+ 1) = Ax(t), y(t) = Cx(t)

with solution

z(t) = A'z(0)
e a system with inputs
r(t+1) = Ax(t) + Bu(t), y(t)=Cx(t)+ Du(t)

with solution
t—1

x(t) = A'z(0) + Y A" '""Bu(r)

7=0
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Transfer function of linear systems

explains a relationship from u to y
e continuous-time system: Y(s) = H(s)U(s)

H(s)=C(sI —A)™'B+D

e discrete-time system: Y (z) = H(2)U(z)

H(z)=C(zI —A)™'B+D

the inverse Laplace (2-) transform of H is the impulse response, h(t)
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Important concepts of system analysis

e stability: if z(t) — 0 when t — o0
(eigenvalues of dynamic matrix, Lyapunov theory)

e controllability: how a target state can be acheived by applying a certain input
(explained from A and B)

e observability: how to estimate x(0) from the measurement y

(explained A and C)
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Stochastic Signals

e stationary processes

e ergodic processes

e correlation and covariance function

e power spectral density

e independent and uncorrelated processes
e Gaussian or normal processes

e white noise

e linear process with stochastic signals
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Stochastic Processes

stochastic process is an entirely family (ensemble) of random time signals
{z(t), teT}
i.e., for each t in the index set T, x(t) is a random variable

e a signal realization x(t) is called sample function or a sample path
e if T"is a countable set, z(t) is called discrete-time stochastic process
e if T is a continuum, xz(¢) is called continuous-time process

® a process can be either discrete- or continuous-valued
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Joint distribution
let z1,...,x, be the n random variables by sampling the process x(t)
r1=x(t1), xo=2x(ts),..., xp=2x(ty)
a stochastic process is specified by the collection of joint cdf (depend on time)

F<£U17x27 <. axn) — P($<t1> < L1, 33<t2) < Ly e ooy x(tn> < ZIZ‘n>

e continuous-valued process:

f(l'l,...,xn)dxl...dxn:
Pz < z(t) <z +doy, ..., 10 < 2(ty) < 24y + dy)

e discrete-valued process:

p(x1,x9,...,xn) = Plx(t]) = x1,2(t2) = 2o, ..., x(ty) = xp)

Reviews on dynamical systems 2-9



Mean and variance of stochastic process

mean and variance function of a continous-time process are defined by

e here f is the pdf of x(t) (depend on time)

e mean and variance are deterministic functions of time
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Correlation and Covariance
suppose X, Y are random variables with means p,; and p, respectively

cross correlation
R., = E[XY']
autocorrelation
R=E[XX"]

Cross covariance

Cﬂcy = E [(X - Nw><Y - My)T]
autocovariance

C=E [(X - Nx)(X - Nw)T}

correlation = covariance when considering zero mean
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Correlation and Covariance functions

suppose x(t),y(t) are random processes

cross correlation
R:cy<t17 t2) — E:C<t1>y(t2>T

autocorrelation
R(tl, t2> = E$<t1)$<t2>T
Cross covariance

Coy(ts, t2) = E [(x(t1) — pa(t1))(y(t2) — pry(t2))"]

where (1,(t) = Ex(t) and py(t) = Ey(?)

autocovariance

Cltr,t2) = E [(z(t1) — p(t1))(@(t2) — pult2))" ]
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Stationary processes

a process is called strictly stationary if the joint cdf of
x(t1), x(to), ..., x(ty)
is the same as that of
r(ty+7),x(ta+7), ..., x(ty, +7)
for all time shifts T and for all choices of sample times tq, ..., {5
e first-order cdf of a stationary process must be independent of time
Fx(t)(x) = Fx(t+7)<$> = F(z), Vi,

implication: mean and variance are constant and independent of time
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Wide-sense stationary Process

a process is wide-sense stationary if the two conditions hold:

1. E|x(t)] = constant for all ¢

2. R(t1,t2) = R(t; — to) (only depends on the time gap)
the correlation/covariance functions are simplified to
R(7) = Ex(t + 1)z(t)*, Ruy(7) = Bx(t + m)yt)"

C(r) = Balt + 7)e(t)" — o, Coylr) = Bat + 7)y(t)” — pops]
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Example

determine the mean and the autocorrelation of a random process
x(t) = Acos(wt + ¢)

where the random variables A and ¢ are independent and ¢ is uniform on (—m, )

since A and ¢ are independent, the mean is given by
Exz(t) = E[A]E[cos(wt + ¢)]

using the uniform distribution in ¢, the last term is

E cos(wt + ¢) = ZL /7T cos(wt + ¢)dep =0

T —T

therefore, Ex(t) = 0
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using trigonometric identities, the autocorrelation is determined by
1
Ex(t))x(ty) = éEAQE[COS w(t; — to) + cos(wty + wis + 2¢)]

since

1 T
E|cos(wt] + wty + 2¢0)] = %/ cos(wty + wty +2¢)de =0

— 7T
we have

R(t1,t2) = (1/2)E[A?] cosw(t; — to)
hence, the random process in this example is wide-sense stationary
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Power Spectral Density

Wiener-Khinchin Theorem: if a process is wide-sense stationary, the
autocorrelation function and the power spectral density form a Fourier transform pair:

S(w) :/ e “TR(T)dr continuous
k=00

S(w) = Z R(k)e @k discrete
k=—o0

the autocorrelation function at 7 = 0 indicates the average power:

R(0) = Elz(t)z(t)T] = % /_ " S(w)dw

(similarly, use discrete inverse Fourier transform for discrete systems)
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Properties

o R(—t) = R(t)* (if the process is scalar, then R(—t) = R(t))

e non-negativity: that is for any a;,a; € R™, with ¢,5 =1,... N, we have

N N
Z ZQ?R@ —Jj)a; = 0,
o

which follows from

Z Z a] R(i — j)a; =Y Y Ela] z(i)x(j) a;] = E <Z afx<¢)>

i

e S(w) is self-adjoint, i.e.,, S(w)* = S(w) for all w

e diagonals of S(w) are real-valued
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Ergodic Processes

a stochastic process is ergodic if

Elz(t) = Tli_r}noo T o x(t)dt (continuous)
|
Elz(t)] = ngnoo N Z x(k) (discrete)
k=1

(time average = ensemble average)

e one typically gets statistical information from emsemble averaging

e ergodic hypothesis means this information can also be obtained from averaging a

single sample x(t) over time
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with ergodic assumption,

continous time

TP .
R(r) = Jm /_ e
Ryy(rt) = lim — z(t+7)y(t) dt

T— 00 T —T/2

discrete time

N
1 T
R(t) = ngnoo N kgl x(k + 7)x(k)
R.y(1) = ngnoo— E z(k+7)y
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Independent and Correlated Processes

stationary processes x(t) and y(t) are called independent if
fxy(z,y) = fx(z)fv(y)
(the joint pdf is equal to the product of marginals)
and are called uncorrelated if
Cuy(T) =0, V7
e independent processes are always uncorrelated

e the opposite may not be true
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White noise

a zero-mean process with the following properties:

continuous time
R(T> = 505(7'),

discrete time

R(k) = Syé(k) = {SO’

Y

(constant spectrum)
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Linear systems with random input

let y be the response to input w under a linear causal system H

U

H

Y

é

Facts: if u(t) is a wide-sense stationary process and H is stable then

e y(t) is also a wide-sense stationary process

e spectrum of u and y are related by

where H(w)* is the complex conjugate transpose of H(w)
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Output covariance of linear system

given a system: x(t + 1) = Ax(t) + Bw(t); w(t) is white noise with covariance ¥,

if A is stable and x(0) is uncorrelated with w(t) for all ¢ > 0 then

e lim; , ., E|z(t)] = 0 and the autocovariance of = converges to X2 > (

lim C(t,t) =%

t— o0

where X is a solution to the Lyapunov equation

»=AYA" + BY,,BY

e x(t) is a wide-sense stationary process in steady-state

ATy, >0
S(ATIT 7 <0

t— 00

lim C(t+71,t) =C(1) = {
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Random walk
a process x(t) is a random walk if
z(t)=x(t—1)+w(t—1)
where w(t) is a white noise with covariance X

e 1(t) obeys a linear (unstable) system with a random input

e with back substitution, we can express x(t) as

z(t)=wlt—1)+w(lt—2)+ -+ w(0)

e x(t) is non-stationary because R(t,t + 7) depends on ¢

R(t,t+7)=E[lz(t)z(t+ 1) =t=
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time plot of random walk and its normalized sample autocorrelation (correlogram)
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